A Practical Guide to Data Structures and Algorithms Using Java

Sally and Ken Goldman
Preface

This handbook of data structures and algorithms is designed as a comprehensive resource for computer science students and practitioners. The book is, quite literally, the product of a marriage of theory and practice. As an alternative to the survey approach taken by traditional data structures and algorithms textbooks, this book builds on a theoretical foundation to offer a top-down application-centered approach and a systematic treatment of data structure design and their practical implementation.

The book serves three major purposes: guidance, implementation, and insight. Charts, decision trees, and text provide guidance through the large body of material presented. Unlike a textbook, it is not necessary to read the entire book to fully benefit from its contents. Our intention is that readers with a specific problem will follow the provided guidance and organizational tools to quickly identify the most appropriate data structure or algorithm for their problem. For example, readers seeking a data structure for an application are first guided to a suitable abstract data type (ADT), and then to the most appropriate implementation of that ADT. Trade-offs between competing data types and implementations motivate each decision in the context of the problem at hand.

Traditional textbooks generally gloss over the different possible variations of a given data structure type. For example, a typical textbook has a chapter on “hashing” that treats all of the various uses of hashing uniformly as one idea (for example, hash-based implementations of a set or mapping). However, in reality, implementing them all in terms of a single ADT would lead to inefficiencies for alternate uses. Consider an application that requires a mapping from each word in a text document to the positions at which it occurs. One could use Java’s HashMap to associate each word with a linked list of line numbers. However, each insertion to associate a new word with a line number would require using get (to discover that the word is not yet in the mapping), and then put (that duplicates most of the work performed by get). In this book, we explicitly include the BucketMapping interface to provide efficient support for such an application. By explicitly introducing separate interfaces and ADTs for important variations in usage, differences can be highlighted and understood.

The book includes complete implementations for a wide variety of important data structures and algorithms. Unlike most textbooks that sweep details under the rug to simplify the implementation for “ease of explanation,” we have taken the approach of providing complete object-oriented implementations within an extensible class hierarchy. Yet we have not done so at the expense of clarity. Because of the completeness of implementation, chapters on some topics are longer than one might see in a textbook covering a similar topic. However, the organization of the chapters simplifies navigation, and the detailed implementations provide design insights useful to practitioners. Our implementations follow standard Java programming conventions.

Parts II and III of the book cover a large number of data structures and algorithms. We include many abstract data types not provided in the standard Java libraries, but for those data types that are also present in the Java Collections classes, we have tried to remain consistent with the Java interfaces and semantics wherever possible. However, we have diverged in places where our design goals differ. One important departure from the Java Collections is our separation of the iterator concept into two types: markers and trackers. Unlike Java’s provided iterator implementations, markers and trackers support concurrent modification of data structures. In addition, the introduction of a tracker, which maintains the location of a particular object even if its location changes within the structure, is crucial for efficient implementations of even some standard algorithms, such as the use of a priority queue to implement Dijkstra’s shortest path algorithm. However, care must be taken in
many data structure implementations to efficiently support tracking, and our presentation includes a discussion of such design choices.

We integrate the presentation of algorithms with the ADTs that support them. In many cases the algorithms are implemented in terms of the ADT interface and included in an abstract implementation of the ADT. The advantage of such an approach is that the algorithm (in both its presentation and instantiation) is decoupled from the particular ADT implementation.

As thorough as we have tried to be, it would not be possible to cover all possible variations of each data structure. Therefore, explanations of each implementation are designed not only to assist readers in understanding the given implementations of data structures and algorithms, but also to support readers in customizing implementations to suit the requirements of particular applications. Making such modifications while preserving correctness and efficiency requires an understanding of not only how the code operates, but why the code is correct and what aspects of the implementation contribute to its efficiency. To this end, we have provided clearly identified explanations of correctness properties for each implementation, as well as correctness highlights that explain how each method depends upon and preserves these properties. For data structures, these properties often relate to an abstraction function that captures, without undue formalism, how the organization of the data structure maps to the user view of the abstraction. This aids understanding at the intuitive level and serves as a foundation for the methodology we use to reason about program correctness. In this way, if readers choose to modify the provided code, they will be able to check that their change preserves the correctness of the implementation. Similarly, we provide a clearly identified section in which time complexity analysis is provided for each data structure and algorithm. Readers interested in modifying a particular method can look in that section to understand how that method (and consequently their proposed change) influences the overall performance of the implementation. Space complexity issues are also discussed.

The format of the book is designed for easy reference. In Parts II and III, each major data type and its implementations are presented in a sequence of chapters beginning with the semantics of that data type, and followed by each implementation. Within each chapter, standardized section headings help the reader quickly locate the required information. The stylized format is designed to help readers with different needs find what they want to read, as well as what they want to skip. A reader planning to use, but not modify, a data structure implementation may decide to read the introductory explanations and then skim through the implementation while omitting the correctness highlights, and finally read the time complexity analysis at the end of the chapter.

The case studies presented throughout the book provide further examples of how various data structures and algorithms presented in Parts II and III can be applied. They also exemplify the process by which those particular data structures and algorithms were selected for the application. One appendix provides a brief overview of the major features of the Java programming language, another appendix reviews asymptotic notation and complexity analysis, and a third appendix briefly discusses the design patterns we illustrate in this book. Source code for the data types, including interfaces, implementations, algorithms, and sample test cases, is included on the accompanying CD. Complete documentation, in Javadoc format, is also provided.

Note to instructors: An introductory data structures and algorithms course could begin with Part I, with an emphasis on selecting abstract data types and implementations appropriate for applications. Then, based on the interests of the instructor and students, a selected subset of the ADTs could be covered in detail. It is not necessary to present every data structure for each ADT, but instead the comparison tables can be used to highlight the differences, and then students can concentrate on one or two representative implementations of each. For courses with a more applied focus, homework and projects might concentrate on empirical comparisons of the provided implementations, modifications based on the optimizations suggested in the chapters, and projects based on the case studies. A more theoretical course might cover the complexity analysis material in the appendix early in the course, and focus more on theoretical analysis of the algorithms and correctness proofs. Online educational materials will be made available at http://goldman.cse.wustl.edu in December 2007.
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